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Using AI to improve behavioural 
research (generative AI focus)

Recording from March 12th, 2025

Third of three webinars on AI and behavioural research

Using AI to improve behavioural 
research

Recording from Jan 28th, 2025
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Introduction to the webinar 
& the topic

Susan Michie
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Session overview

Introduction to Session Susan Michie 10 min

Risks and challenges for responsible use of AI in 

behavioural science

Janna Hastings 15 min

Questions and discussion 10 min

How can AI help address ethical issues in 

behavioural research?

Robert West 15 min

Questions and discussion 25 min

Summary Susan Michie 5 min
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Aims of webinar

1. What are the ethical challenges in applying AI to behavioural 
research? 

2. Why do these ethical challenges arise?
3. How can we best address them

• Individually and collectively?

4. How can we maximise the benefits of AI for social good
• Individually and collectively?
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AI is increasing productivity in behavioural research

For example, in …
topic selection
reviewing
evidence analysis and synthesis
data capture and standardisation
data analytics 
building models and theories 
experimental design, participant recruitment 
simulating human participants in studies
writing papers & presentations
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How to use AI responsibly

Limitations/risks
1. Be aware of limitations that present ethical challenges

a. to AI models & applications
b. to the way AI is used

2. Be vigilant in detecting and anticipating ethical challenges
3. Put systems in place to prevent & mitigate problems
Benefits
1.  Ensure people have the knowledge and skills to maximise the     

output from investment in research



8

What does ethical use/social responsibility mean?

In the context of behavioural research
1. Social responsibility

Use of AI to promote wellbeing & avoid harm – global, societal and individual
Values-driven (& explicit about them) 
Accountable

2. Scientific Integrity
Use of research practices that respect participants, are inclusive & open 
Cultural sensitivity

3. Aware of & adherent to ethical guidelines
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Ethical challenges include …

1. Inequality through unequal access to advanced research 
tools 

2. Opportunities for unethical manipulation of people 
3. Losing or devaluing crucial research skills
4. Undermining sustainability with excessive carbon emissions 
5. Within AI models …

1. Exacerbating biases in topic selection and creation of models
2. Promoting false consensus 
3. Narrowing conceptual horizons 
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Today’s objectives

1. To increase understanding of how to use AI responsibly for 
positive social outcome

2. To introduce some ethical challenges and benefits of using AI 
in behavioural research

3. To generate ideas for how researchers and BR-UK can foster 
using AI in socially responsible ways
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Risks and challenges for responsible 
use of AI in behavioural science

Janna Hastings
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Algorithmic Bias
Bias may be based on: 
- Gender
- Ethnicity
- Culture
- Age
- Intersectional combinations
- Language
- Name
- …



Generative models are full of biases and stereotypes

Hastings, ”Preventing Harm from Non-Conscious Bias in Medical Generative AI”, Lancet Digital Health 2024



Gender bias and stereotypes 

15.05.2025 Slide 14

Language models show biases: they work differently 
for different patient demographics



Stereotypical descriptions in example case vignettes

15.05.2025 Slide 15



Biases in body image representation are harmful 

15.05.2025 Slide 16

https://hastingslab.org/projects-2/unrealbody/
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Persuasion
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Dependence and other unintended consequences

• https://www.nbcnews.com/tech/characterai-lawsuit-florida-teen-death-rcna176791

• https://www.rollingstone.com/culture/culture-features/ai-spiritual-delusions-destroying-human-relationships-
1235330175/



A blurry boundary is created by the appearance of 
being human-like

15.05.2025 Slide 19

What is this???



… and pervasive anthropomorphism

What is this???
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Sustainability

• https://planbe.eco/en/blog/ais-carbon-footprint-how-does-the-popularity-of-artificial-intelligence-
affect-the-climate/
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Q&A
10 minutes
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How can AI help address 
ethical issues in behavioural 

research?

Robert West
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Foundational ethical principle

Ethical practices seek to maximise sustainable wellbeing, 
particularly among the more disadvantaged, and counter 

activities that undermine it.
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Key components

• Wellbeing as the central aim: It places positive experience at the core. 

• Sustainability: It acknowledges the importance of long-term 
considerations. 

• Distributive justice: It introduces an important equity dimension. 

• Prevention of harm: It recognizes the duty to counter harmful actions. 

• Actionability: It focuses on application to research practices and 
interventions. 
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Ethical issues in behavioural research

1. Focus on over-served populations
2. Use of behavioural research to manipulate people
3. Avoidable waste in research
4. Biased research funding processes
5. Biased research reporting and interpretation
6. Inconsistency in ethics committee judgements
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Focus on over-served populations
The challenge

Most of the research undertaken is in high-resource countries when 
most of the need is in lower-resource countries

How AI can help
• Identifying research gaps in populations and settings
• Helping generalize from well-studied samples to less-studied ones
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Use of research to manipulate people
The challenge

Most (arguably) behavioural research serves commercial and political 
purposes to manipulate people in the service of vested interests

How AI can help
• Identifying, documenting and publicising methods of manipulation
• Supporting interventions to empower populations and build resilience 

against attempts at manipulation
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Avoidable waste in research
The challenge

Most research effort is wasted because of inefficiencies throughout the 
research process, particularly finding and synthesising evidence

How AI can help
• Promoting quality and consistency in the evidence generation
• Intelligent automated search of full documents and datasets
• Discovering patterns to make predictions and test models
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Biased research funding process
The challenge

Identifying areas for study and evaluating funding applications are 
hampered by subjectivity

How AI can help
• Provide more comprehensive, transparent and systematic processes 

for developing funding calls and evaluating bids against defined 
criteria
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Biased research reporting and 
interpretation
The challenge

Research reporting is often selective and its interpretation is influenced 
by vested interests

How AI can help
• Detect, quantify and disclose patterns of selectivity and reporting bias, 

and support countermeasures
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Inconsistency in ethics committee 
judgements

The challenge
Ethics committees often apply ethical principles in an inconsistent 
manner using varying subjective criteria

How AI can help
• Make transparent and subject to scrutiny the principles being applied 

and support the consistent application of those principles
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Q&A
25 minutes
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